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These properties of the ideal tool amount to a formidable methodological chal-
lenge. Unfortunately, few of the available methods have all of these properties, and
the absence of even one property can limit significantly the utility of the method.
For example, eyetracking provides continuous measurement during comprehension
and has been quite useful for modeling certain aspects of reading and spoken
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formed  semantically anomalous conditions) and on the P600 midpoint in the
syntactically anomalous condition, and on the corresponding sample in the syntac-
tically well-formed condition.4

Figure 14.2. (A) ERPs (recorded over the vertex) to high-frequency (solid line) and low-
frequency (dashed line) verbs in grammatical sentences such as The man will work/sway on
the platform. (B) ERPs to high-frequency (solid line) and low-frequency (dashed line) verbs
in ungrammatical sentences such as The man will worked/swayed on the platform. (C) ERPs
to grammatical (solid line) and ungrammatical (dashed line) high-frequency verbs. (D) ERPs
to grammatical (solid line) and ungrammatical (dashed line) low-frequency verbs. Note that
the effects of word frequency and grammaticality have independent effects on the ERP.
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commonly damaged in cases of agrammatism (Dronkers). These results are also
consistent to a degree with fMRI results. The posterior temporal lobe/angular gyrus
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processing. Similarly, given both the highly variable semantic-processing fMRI
results and the lesion and ERP results, compelling claims can be made concerning
the regions in the brain most implicated in semantic processing. Although an appre-
ciation for the value of converging evidence is an old and perhaps out-of-fashion
virtue, its value has only increased with the advent of these new, but imperfect,
investigative methods.

14.2.4 Coordination Between Syntax and Semantics in 
Sentence Processing

Because of their unique constellation of properties, ERPs can also be used to address
longstanding issues concerning the coordination of syntactic and semantic process-
ing. Theory regarding this issue has been deeply influenced by a family of syntax-
first models of linguistic structure (Chomsky, 1981) and language processing (Fer-
reira & Clifton, 1986; Fodor & Ferreira, 1998). The psycholinguistic models posit
that language comprehension is controlled by an initial stage of purely syntactic
processing. As words arrive in the linguistic input, they are rapidly organized into
a structural analysis by a process that is not influenced by detailed lexical or semantic
knowledge. The output of this syntactic process then guides semantic interpretation.
Syntax-first processing has been implicated in accounts of garden-path phenomena,
in which readers and listeners initially misanalyze sentences containing temporary
syntactic ambiguities. Consider, for example, sentences (1a) and (1b):

(1) a. The doctor believed the patient was lying.
b. The doctor believed the patient after hearing the story.

Readers of sentences like (1a) often initially interpret the second noun phrase
(the patient) as the direct object of the first verb (believed), when it is actually the
subject of an embedded clause (the patient was lying
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shown effects of a wide range of constraints, including detailed lexico-syntactic
knowledge, semantics, and discourse knowledge (cf. MacDonald, Pearlmutter, &
Seidenberg, 1994; Trueswell & Tanenhaus, 1994). The influence of such factors on
ambiguity resolution seems inconsistent with the syntax-first prediction that initial
processing commitments are not influenced by nonsyntactic knowledge.

To account for these interacting influences of syntactic and nonsyntactic infor-
mation on sentence processing, theorists have developed a diverse family of
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-ing inflection of the verb is consistent with the anomalous agent interpretation but
not the theme interpretation [as opposed to -ed as in (2b)]. Sentence (2a) provides
a special situation—contrasted with the well-formed (2b) and (2c)—in which syn-
tactic and semantic constraints point toward directly opposed functional outcomes.
The interaction of syntactic and semantic processing in such situations can be studied
with ERPs. If syntactic processing controls semantic processing, then an agent
interpretation of the first noun phrase should be pursued. The implausibility of this
interpretation should elicit an enhanced N400 component for violation verbs (2a)
relative to control verbs (2b) and (2c). By contrast, semantic processing may operate
with some independence from syntactic control such that the plausible theme inter-
pretation of the noun phrase is pursued, even though it directly conflicts with
syntactic cues in the string. Because this interpretation is in direct conflict with the
syntactic cues in the string, it is possible that readers will encounter syntactic
processing difficulty at the verb. That is, powerful semantic cues may cause a well-
formed string to appear ill-formed. Such a perceived syntactic incongruity might
elicit a P600 effect. Note that the two different functional outcomes mentioned above
cannot be distinguished by reading time or eyetracking measures, which conflate
syntactic and semantic processing difficulty at the anomalous verb.

ERPs to the verbs in each sentence type are shown in Figure 14.5. Violation
verbs elicited a robust P600 effect compared to the control conditions, but no increase
in N400 amplitude. These results seem to indicate that syntactic processing difficulty
occurred at the verb when its inflection conflicted with available semantic cues. At
the same time, there is no indication that semantic processing is guided by syntactic
cues into the difficult logical-subject interpretation.6,



© 2004 by Taylor & Francis

SENTENCES IN THE BRAIN 285

analysis (indirect vs. direct object) of John (i.e., 
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in the sentence 
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2000) and words (Ellis & Lambon Ralph, 2000) seems to degrade the ability to learn
new phonemes and words later in life.

Although on the surface these two explanations appear to be quite distinct, they
both implicate the same underlying cause for the age-of-acquisition effects on L2
learning, namely, a reduction in neural plasticity that degrades the ability to learn
new linguistic information. However, despite a considerable consensus about the
accuracy of this claim, there is little direct evidence to support it. The ideal method
for investigating the plasticity hypothesis would provide direct measurements of
brain responses to L2 words and sentences. This would permit researchers to evaluate
changes in brain activity that occur over time as a person attempts to acquire a new
language.

Recently, several studies using neuroimaging methods (i.e., PET, MRI) have
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(5) Tu manges des hamburgers\*hamburger pour diner. (article–noun agree-
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a year of L2 instruction), and no differences were observed in the ERPs to critical
words in the grammatical and ungrammatical sentences (Figure 14.9). This was true
even though article–noun number agreement is seemingly a simple rule, and even
though both rules were encountered at roughly the same (early) point in the instruc-
tional period. Informal discussions with the French instructors indicated that learners
often have more trouble learning the agreement rule than the conjugation rule.
Although the proper interpretation of this set of results is uncertain at the moment,
one possibility is that the rate of L2 learning is determined in part by L1–L2
similarity. Those aspects of the L2 that are highly similar to the L1 will be learned
very rapidly; those aspects that are sufficiently dissimilar will be learned very slowly.
Dissimilarities might include the presence of a rule in one language and its absence
in the other language, differences in how the rule is expressed across languages, or
differences in the prevalence or salience of that rule across languages. This proposal
is not new, as influences of L1–L2 similarity on L2 learning have been documented
for many years (Gass & Selinker, 1992; Odlin, 1989, Ringbom, 1987).

In summary, these findings seem to demonstrate that dramatic changes in brain
activity occur during the earliest stages of adult L2 learning. Furthermore, these
changes are sometimes, but not always, accompanied by increasing accuracy in
related behavioral judgments. Finally, the qualitative nature of these changes might
reveal important details of what has been learned. Importantly, however, mere expo-
sure to the L2 is not enough to guarantee increasing sensitivity to every aspect of
the language; these rapid changes in brain activity might depend on similarities
across the learner’s L1 and L2.

Figure 14.7. ERPs (recorded over the vertex) to critical words in the well-formed (solid





© 2004 by Taylor & Francis

SENTENCES IN THE BRAIN 293

14.4 CAVEATS AND CAUTIONS

As is the case with any method, ERPs have their limitations. The most fundamental
limitation is one we noted earlier in this chapter: It is relatively easy to identify the
stimulus manipulations (that is, the antecedent conditions) that produce or modulate
some ERP effect, but it is often very difficult to identify the precise cognitive events
underlying the effect.9 Misattributing a particular function to a particular ERP effect
can have serious consequences, particularly with respect to developing and testing
theories of language processing. To illustrate this point, we will discuss two example
cases in which particular ERP effects have been tied to specific cognitive processes.
In both examples, we present evidence that at the very least raises some questions
about the general veracity of these claims. The goal of this exercise is to demonstrate
the difficulty of ascertaining with any confidence the precise process made manifest
by some ERP effect. We are not claiming that these claims are universally wrong,
nor are we disparaging the science that motivates them.

The first example concerns the distinction between content (or “open-class”)
and function (or “closed-class”) words (see Hoen and Dominey, chapter 16, this
volume). Content words (nouns, verbs, adjectives, etc.) play a largely referential role
in language, whereas function words (articles, prepositions, auxiliary verbs, etc.)
play a primarily syntactic role. Neville and colleagues (e.g., Neville, Mills, &

Figure 14.9. ERPs (recorded over the vertex) to critical words in the well-formed (solid
line) and article–noun agreement anomaly (dashed lines) conditions, collapsing over the three
testing sessions.
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Lawson, 1992) have argued that content words elicit a negative-going wave that
peaks at about 400 ms (N400), whereas function words elicit a negativity that peaks
at about 280 ms (N280). The N400 component is largest over the posterior parts of
the scalp, whereas the N280 is largest over anterior portions of the left hemisphere.
These areas of maximum amplitude are interesting because they correspond to the
lesion sites that putatively produce problems in processing the meaning and form
of sentences, respectively. Such evidence has led Neville and colleagues to conclude
that the N400 and N280 reflect specifically the semantic and syntactic functions of
these two word classes, respectively.

The problem with this claim is that many variables are confounded with the
content/function distinction. Most notable in this regard is the confounding between
word class, on the one hand, and word length and normative word frequency, on the
other. Function words tend to be shorter and more frequent than content words. It
could be, then, that the ERP differences between content and function words are
due mostly to the physical properties of length and frequency than to their abstract
linguistic functions. To investigate this possibility, we asked subjects to read a short
essay for comprehension (Osterhout, Allen, & McLaughlin, 2002). We then averaged
ERPs in two ways: as a function of word class (content and function) and as a
function of word length. When we averaged the ERPs as a function of word class,
we replicated the result reported by Neville and colleagues. Function words elicited
a negative component at about 300 ms that was largest over anterior portions of the
left hemisphere, whereas content words elicited a posterior-maximal N400 compo-
nent (Figure 14.10a). However, when we averaged the ERPs as a function of word
length, we found that the variation in amplitude and latency could be accounted for
almost entirely by the single variable of word length (Figure 14.10b). This robust
near-linear function is much more consistent with a “word-length” model than a
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Our second example concerns the observation, noted above, that certain types
of syntactic (but not semantic or pragmatic) anomalies elicit a left anterior negativity
(LAN) in addition to eliciting a P600 effect. Friederici and colleagues (Hahne &
Friederici, 1999; Friederci, 1995, 2002) have proposed a two-stage functional model
for these ERP effects. They claim that the LAN effect reflects a fast, automatic
syntactic analyzer, and that the P600 effect reflects attempts at syntactic reanalysis.10

Underlying these claims are three more basic claims: first, that the LAN effect is
reliably elicited by violations of syntactic rules; second, that the LAN effect can be
associated with a neural source in or near Broca’s area (Friederici, Hahne, & von
Cramon, 1998; Friederici, von Cramon, & Kotz, 1999; Friederici, Wang, Herrmann,
Maess, & Oertel, 2000); and, third, that (on a single trial and within a single subject)
the ERP response to syntactic rule violations is biphasic, involving an initial detection
of the error (reflected in the LAN) and then an attempt to fix it (reflected in the P600).

Each of these claims is open to debate. First, a critical step in identifying the
cognitive processes made manifest by some ERP effect is to identify the antecedent
conditions that elicit or modulate it. However, the antecedent conditions that elicit
the LAN effect are not clear. Although LAN effects are often reported in the response
to a syntactic anomaly, there are a significant number of reports in which they are
not reported (e.g., Ainsworth- Darnell, Shulman, & Boland,1998; Allen et al., in
press; Hagoort, Brown, & Groothusen, 1994; Kuperberg, Holcomb, et al., 2003;
McKinnon & Osterhout, 1996; Osterhout, Bersick, & McLaughlin, 1997; Osterhout,
McLaughlin, & Inoue, 2002; Osterhout & Mobley, 1995; Takazawa et al., 2002).

(b)
Figure 14.10. (A) ERPs (recorded over anterior midline site Fz) averaged as a function of
word class. Adapted from “Words in the brain: Lexical determinants of word-induced brain
activity,” by L. Osterhout, M. Allen, and J. McLaughlin, 2002, Journal of Neurolinguistics,
15, 171–187. (B) ERPs averaged as a function of word length. Adapted from “Words in the
brain: Lexical determinants of word-induced brain activity,” by L. Osterhout, M. Allen, and
J. McLaughlin, 2002, 
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German. The relevant point, however, is that sometimes the grand average does not
accurately reflect what occurs on a single trial or within a single subject. Unfortu-
nately, if the sample is comprised of two or more populations, each of which responds
differently to some event, this fact can be obscured by averaging over everyone.12

This, in turn, can lead to erroneous conclusions about the distribution of an effect
across the scalp, the ordering of events during a particular process, and the precise
cognitive processes underlying some effect.

Perhaps it will turn out that the LAN effect is reliably elicited by syntactic
anomalies, that it has a consistent scalp distribution, and that it is not an artifact of
averaging over subjects. Is such evidence sufficient to justify the conclusion that the
LAN effect directly manifests a fast, automatic syntactic analyzer? Unfortunately,
no. This is because (as we noted above) the processes underlying the LAN effect
(or the P600) might be correlated with, but indeterminately removed from, the
syntactic processes themselves. One is still limited in the types of inferences that
are licensed by the evidence; for example, by localizing the source or the LAN effect
or the P600, one has not definitively isolated the source of syntactic processing. In
all likelihood, definitive conclusions concerning the cognitive processes underlying
these ERP effects will require converging evidence from other methods of investi-
gation.

Friederici and colleagues provide another type of evidence that the LAN effect
reflects the detection of a syntactic anomaly, whereas the P600 reflects syntactic

Figure 14.11. (A) ERPs averaged over 20 subjects (recorded over an anterior and a posterior
site) elicited by Japanese sentences of the form “Noun-Nominative Noun-Dative Noun-
Accusative” (solid line) and “Noun-Nominative Noun-Accusative Noun-Accusative” (dashed
line). Readers are predicted to encounter processing problems at the second of two consecutive
nouns marked for accusative case. ERPs shown are those elicited to the second post-subject
noun (Noun-Accusative) in each sentence type. (B) ERPs averaged over 10 subjects who
showed the smallest-magnitude Anterior Negativity. (C) ERPs averaged over 10 subjects who
showed the largest-magnitude Anterior Negativity.
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reanalysis. They have shown that although the P600 is sensitive to stimulus manip-
ulations (e.g., manipulating the proportion of anomalies within a list) and task
manipulations (e.g., monitoring for a syntactic vs. a semantic problem), the LAN
effect is not (Hahne & Friederici, 1999, 2002). Such a result is expected if the LAN
reflects the actions of a fast, automatic syntactic analyzer, whereas the P600 does
not. However, these demonstrations suffer from a potentially serious materials flaw.
In both of their experiments, Hahne and Friederici presented their sentences as
continuous natural speech. In such a paradigm, ERPs to several successive words
will commingle. If these words are different across conditions, confounds are likely.
In the Hahne and Friederici experiments, sentences in the control and syntactically
anomalous conditions were comprised of sequences such as (1) Das Brot wurde
gegessen (The bread was eaten) and (2) Das Brot wurde im gegessen (The bread
was in-the eaten), respectively. The critical word was the verb gegessen. This com-
parison is problematic. For example, wurde and im
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14.5 CONCLUSIONS

In our review, we have attempted to illustrate the advantages of ERPs for studying
real-time language comprehension, both in native speakers and in adult language
learners. We recognize, of course, that ERPs (like all methods of investigation)
imperfectly reflect the cognitive and neural processes underlying human language.
Because of this, it is wise to consider possible sources of converging evidence
whenever possible.

Nonetheless, sentence comprehension (like all aspects of language comprehen-
sion) involves complex events that occur with great speed. A satisfying theory of
sentence comprehension will explain how these events occur over time, in real time,
as a person is trying to understand a sentence. The same is true for language learning,
although in that case the theory must track changes that occur over two vastly
different time scales: the time it takes a person to understand a word or sentence
and the time it takes a person to learn the facts of the foreign language. A truly
compelling theory will link these events to the brain, relying on direct measurement
of brain activity. The primary (and perhaps unique) advantage of ERPs is that they
provide us with a means for observing reasonably direct manifestations of some of
the transient brain events that make up the core of language processing. ERPs also
allow us to determine the “response selectivities” of these brain events through
careful manipulation of linguistic stimuli. Given recent methodological advances, it
appears that we might now be able to more compellingly relate these brain events
to their underlying neural sources.

A cynically minded reader might argue that some of the novel insights described
above are a bit too novel to be entirely believable. Surely we know that syntax is
always first, that critical periods for language learning exist, and that fMRI is better
suited than ERPs for localizing neural activity in the brain. We do not mean to
espouse dangerously or ludicrously radical ideas. We do mean to suggest, however,
that a particular method should be evaluated on the basis of its a priori suitability,
its sensitivity to the phenomena of interest, and its ability to generate reproducible
and theoretically interesting results. ERPs get high marks along all of these dimen-
sions. ERPs (or any other method) should not be devalued or viewed skeptically
simply because the data generated by the method seemingly contradict conventional
beliefs. On the contrary, such methods should be valued more highly, as they provide
the primary means for advancing our theoretical understanding.
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resolution (or “localization”) of fMRI signals (Menon & Goodyear, 2001). However,
whether these methods can be successfully applied to psycholinguistic research
remains to be seen.

2. These studies did differ in how the fMRI data were treated statistically, which by
itself could result in different conclusions across studies, even given similar BOLD
signals.

3. Although the N400 and P600 effects to semantic and syntactic processing, respec-
tively, are in fact highly reproduceable, and the antecedent conditions that elicit them
are fairly well understood, this is perhaps less so for the LAN and other anterior
negavitities elicited by syntactic anomalies. These anterior negativities are often not
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6. A reviewer suggested that the garden-path model could also account for these results.
Perhaps the N400 effect is elicited only when the final/eventual analysis is implau-
sible. It is conceivable that the implausible interpretation of (2a) is initiated, but
rapidly detected as implausible. This could trigger rejection of the initial semantic
interpretation before it is integrated along with an attempt to syntactically re-analyze
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claimed to reflect detection of a word category anomaly, detection of a morphosyn-
tactic anomaly, and syntactic reanalysis, respectively. We have reduced the stages to


