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rate of word presentation, stimuli comprised of isolated
sentences or natural prose, and participants� task;
McKinnon & Osterhout, 1996; Osterhout & Holcomb,
1993; Osterhout, McLaughlin, Allen, & Inoue, 2002).3

Two recent studies have appeared to contradict the
generalization that N400 and P600 effects correlate
with semantic and syntactic violation, respectively (Kolk
et al., 2003; Kuperberg et al., 2003). Kolk et al. (2003)
presented Dutch sentences containing relative clauses
such as De vos die op de stropers joeg. . . (The fox that

hunted the poachers. . .). At the clause-final verb joeg

(hunted), the syntactic cues unambiguously indicated
that the fox is the Agent and the poachers are the
Theme. Although this analysis is semantically implausi-
ble, the verb elicited a P600 effect rather than an N400
effect. Similarly, Kuperberg et al. (2003) report that
the apparently semantically anomalous verbs in sen-
tences such as For breakfast, the eggs would only eat. . .
elicited a P600 effect. One possible explanation for these
unexpected results is that, as proposed by Ferreira
(2003)





obtained from left and right pre-frontal (Fp1, Fp2),
frontal (F3, F4), inferior frontal (F7, F8), temporal
(T7, T8), central (C3, C4), parietal (P3, P4), posterior
parietal (P7, P8), and occipital (O1, O2) locations,
and from three midline locations (Fz, Cz, and Pz). Ver-
tical eye movements and blinks were monitored by
means of two electrodes, one placed beneath the left



p < .001; medial–lateral, F (1,23) = 22.27, p < .001; and
lateral–lateral, F (1,23) = 25.44, p < .001; Violation vs.
Active Control: midline, F (1,23) = 23.47, p < .001, med-
ial–lateral, F (1,23) = 28.13, p < .001; and lateral–lateral,
F (1,23) = 23.66, p < .001]. The control conditions were
not different from each other in this time window (midline,
medial–lateral, and lateral–lateral, F�s < 1).

Discussion

The critical verbs in strings such as The hearty meal

was devouring elicited a robust P600 effect compared to
the control conditions, rather than an increase in N400
amplitude. The P600 effect cannot be attributed to an
outright syntactic violation, as these stimuli are syntacti-
cally well-formed. The absence of an N400 effect sug-
gests that the syntactically supported interpretation
(meal as Agent) was not pursued; if it had been, the verb
should have been perceived to be semantically anoma-
lous, and should have elicited an N400 effect. The
semantic attraction of interpreting meal as Theme of
devouring seems to be so compelling that the reader pur-
sues this analysis even when it contradicts the unambig-
uous syntactic cues in the sentence. This result is
inconsistent with syntacto-centric processing models.
The result indicates that, at least under some circum-
stances, semantic processing operates independently of
and perhaps even controls syntactic analysis.
We can think of two objections to our conclusions.
First, statistical processing accounts (e.g., Hare, McRae,
& Elman, 2004) might argue that the inanimacy of the
subject noun (meal) predisposed the comprehension sys-



an anomalous Agent interpretation, rapid termination,
and syntactic re-analysis, then it should do so again in
Experiment 2; the subject nouns were anomalous in
the Agent role, as in Experiment 1. Kuperberg et al.
(2003) consider a version of the syntax-first account that
predicts larger P600 effects in Experiment 2 than Exper-
iment 1. This account attributes P600 to an attempt to
syntactically repair the sentence through re-assignment
of thematic roles (e.g., assigning Theme instead of Agent
to the pre-verbal noun). Syntactic repair is predicted to
be most difficult, and P600 amplitude largest, when it
creates implausible interpretations, as in our new sen-
tences (tabletops is an implausible Theme for devour.)

In contrast, a semantic attraction hypothesis pre-
dicts a qualitatively new pattern of effects for
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tion Violation, 6%; syntactically or semantically anoma-
lous fillers, 9%; and well-formed, plausible stimuli (Pas-
sive Control or fillers), 92%. For all of the stimuli
together, participants agreed with the intended accept-
ability judgments at a mean rate of 94%, with individual
participants ranging from 82 to 99%.

ERPs

Grand-average ERPs to the critical verbs are shown in
Fig. 3. Fig. 3A compares the Attraction Violation condi-
tion to the Passive Control condition. Fig. 3B compares
the No-Attraction Violation condition to the Passive
Control condition. In both figures, a clear negative–posi-
tive complex was visible in the first 300 ms following word
onset. These potentials were followed by a negative-going
component with a peak around 400 ms (N400).

Inspection of Fig. 3A shows that, as in Experiment 1,
Attraction Violation verbs elicited a positive deflection
of ERPs, relative to the Passive Control, beginning
around 600 ms after word onset and lasting beyond
the end of the epoch. Fig. 3B shows that No-Attraction
Violation verbs elicited no positive deflection, but did
elicit a negative deflection, beginning at around 400 ms
after word onset and persisting for approximately 200–
400 ms, depending on the electrode site.

As in Experiment 1, no statistically reliable differ-
ences were observed between 50 and 300 ms. In the
400–600 ms window, ANOVA revealed a main effect
of stimulus type [midline, F (2,56) = 3.55, p < .05; med-
ial–lateral, F (2,56) = 3.49, p < .05; and lateral–lateral,
F (2,56) = 2.41, p = .11]. Simple effects analyses showed
that ERPs to No-Attraction Violation verbs were more
negative than those to both Passive Control and Attrac-
tion Violation verbs [No-Attraction Violation vs. Passive

Control: midline, F (1,28) = 6.06, p < .05; medial–lateral,
F (1,28) = 3.36, p < .1; No-Attraction Violation vs. Viola-

tion: midline F (1,28) = 4.52, p < .05; medial–lateral,
F (1,28) = 5.73, p < .05].4 ERPs to the Attraction Viola-
tion verbs were no different from those to Passive Con-
trols [midline, medial–lateral, and lateral–lateral:
F (1,28) < 1.5].5

At non-midline sites, the effect in this window was
concentrated in the left hemisphere, as indicated by an
interaction between stimulus type and hemisphere [me-
dial–lateral: F (2,56) = 7.60, p < .001, lateral–lateral:
F (2,56) = 6.08, p < .01]. Simple effects showed that the
effect of stimulus type was significant in the left hemi-
sphere but not the right [Left: medial–lateral,
F (2,56) = 5.52, p < .01, lateral–lateral, F (2,56) = 6.02,
p < .005; Right: medial–lateral, F (2,56) = 1.92; lateral–
lateral, F (2,56) = 1.53].

In the 600–900 ms window, ANOVA revealed a main
effect of stimulus type [midline, F (2,56) = 7.21.3(different
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tion, there is a strong semantic attraction to a syntacti-
cally unsupported Theme assignment. Commitment to
this assignment and the resulting syntactic processing
difficulty explains the P600 effect. In the No-Attraction
Violation condition, there is no semantic attraction to
either of the critical verb





priming studies in which briefly presented verbs speeded
the recognition of typical Agents, Patients, and Instru-
ments (Ferretti, McRae, & Hatherell, 2001). Our results
appear consistent with such a proposal.

Our data suggest refinements to these proposals.
Ferreira (2003) argues that the NVN heuristic is more
influential than the plausibility heuristic, when the two
compete for influence. Contrary to this argument, we
found that semantic cues favoring a Theme-first analysis
determined thematic role assignments even when an
NVN heuristic and syntactic cues both signaled an
Agent-first analysis, as in our Attraction Violation
stimuli.

Kamide et al.�s (2003) proposal does not preclude the
possibility that the influence of world knowledge on sen-
tence processing must respect syntactic constraints, for
instance verb-specific syntactic knowledge that predicts
post-verbal arguments. However, our data show clearly
that combinatory semantic processing can operate inde-
pendently of syntactic constraints; semantic commit-
ments can contradict clear syntactic cues.

Syntactic and semantic streams of processing: Attraction,

independence, and interaction

We suggest here that the proposal of Trueswell et al.



Perhaps the phenomenon here is best understood in
terms of the different natures of syntactic and semantic
processing, rather than their relative strengths. Semantic
attraction may reflect the activation of highly stable rep-
resentations in world knowledge (e.g., Ferretti et al.,
2001; Kamide et al., 2003; McRae, Ferretti, & Amyote,
1997). Confronted by opposition from stable semantic
representations, syntactic processing may find some
structures easy to ‘‘repair.’’ For example, the semantic
attraction in The hearty meal was devouring can be
accommodated by simply changing the inflectional mor-
pheme on devour from -ING to -ED. The data of Kolk
et al. (2003) and Kuperberg et al. (2003) suggest diffi-
culty with this account, because their stimuli could not
be repaired through inflectional change. Perhaps syntac-
tic processing creates ‘‘fragile’’ representations (Ferreira
et al., 2002), which collapse without support from
semantic interpretations. This syntactic fragility is pre-
sumably difficult to observe, because syntactic and
semantic processing tend to agree on a single interpreta-
tion (indeed, syntactic representations appear stable
even when interpretations are quite difficult, as in our
No-Attraction Violations and other N400 situations).
We are currently investigating these issues with syntactic
priming manipulations designed to bolster fragile syn-
tactic representations and systematic manipulations of
the ease of syntactic repair (e.g., Difficult: The hearty

meal will devour. . . vs. Easy: The hearty meal was devour-

ing. . .). Thus, further study of the phenomenon here may
reveal not only the independence of semantic processing
but also fundamental but poorly understood differences
between syntactic and semantic processing.
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